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Abstract 
 

 
The paper is a critical review of the use of neural networks in Medical Imaging Process. First, a 
thorough review of Artif icial Neural Network is introduced, with its historical background. 
Inhibiting reasons why ANN was almost dropped altogether in research centers is given and an 
explanation why it  has become so important in modern medical image processing is given. A 
biological and artifi cial neuron is then compared and the working in pattern recognition is given 
with an example. Advantages of ANN over conventional computer programs are given. Types of 
neural networks are then given before an introduction of the application in the medical image 
processing. Here various forms of algorithms for dif ferent image analysis are given and their 
advantages over the other given before the paper conclude with an emphasis that ANN has not 
only improved medical image processing, it is likely to take a leading role in medication in the 
coming years. 
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General Introduction:  Arti ficial Neural Network 
 

An Artifici al Neural Network (ANN) is a paradigm used to process information with 
inspirations from the working of a working biological nervous system, such as the way the 
information is processed by the human brain. The main task of this paradigm is the formulation 
of an effective information processing system. Just like a biological neural system, the ANN is 
made up of large numbers of elements that are highly interconnected processing elements 
referred to as neurons, which work in synchronously in solving specific  problems. ANNs copies 
heavily from the way human beings function by learning from examples. An ANN is developed 
for a specific application, such as data classification or pattern recognition after undergoing a 
learning process (Wang, Heng & Wahl, 2003). The learning process is, therefore, key to the 
correct functioning of the specific  ANN. In biological systems, learning entails constant 
adjustment to what is referred to as the synaptic connections existing between the neurons, which 
is the same concept copied in the ANNs formulation. 

 

 
 

Histor ical Background  
 

 
The development of neural networks and their simulations is very much recent 

development. However, evidence exists to show that the same field was in existence before the 
advent of computers, and is known to have overcome at most a major setback and a number of 
eras. The Warren McCulloch and Walter Pits as a neurophysiologist and logician respectively 
designed the first artificial neuron in 1943 (Wang, Heng & Wahl, 2003). Unfortunately, the 
technology that was available then could not afford them to do much. A number of advances 
have been made possible using inexpensive computer simulations. After an initial period of 
enthusiasm, the field of ANNs had to survive unexpected periods of disputes and frustrations. In 
this period, professional support and support were extremely low, resulting in few important 
discoveries in the field by researchers. In spite, of the short backs, the few pioneers managed to 
build up convincing technology that surpassed the limitations that had been noted by Minsky and 
Papert. In 1969, Minsky and Papert, published a book that detailed the main hindrances of 
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frustration on neural networks by researchers, which made it to be accepted without a critical 
analysis, leading to the near collapse of the ANN field. Fortunately, the field of neural network 
has systematically received a resurgence of interest and has drawn many researchers with 
increased funding in the recent past. 

 
Significance of Using Neural Networks 

 

 
Neural networks, have the capabilities of deriving meaning from a complex set of data, 

extract patterns and be in a position to show trends that are not easy to detect by humans or other 
computer methods (Wang, Heng & Wahl, 2003).. A neural network that is well  trained is seen as 
an "expert" in the specific  area it is designed to analyze. The same expert is then used in the 
interpolation of new projection whose aim is to answer "what if " questions. 

Other advantages of ANNs include its capability of adaptive learning, which is the ability 
to adopt by learning how to carry out tasks that based on the data provided from the initial 
experience or training. An ANNs is reliable because of its self-organization capabilities through 
the creation of its own representation or organization of the data it receives during the learning 

process. An inherent advantage of neural networks is that it has capabilities to operate in real 
time through computations that are either in parallel or by use of special hardware devices to take 
advantage of the prevailing capability. ANNs are also preferred because of what is termed as 
fault tolerance through redundant information coding. In normal circumstances, any damage on 
the network often leads to its poor performance, however, some ANN capabilities are still 
maintained even after the network has undergone major destruction (Cichocki, Unbehauen, 
Lendl & Weinzierl, 1995). 

 
Neural Networks versus Conventional Computers 

 

 
Neural networks use a different approach when it comes to solving problems when 

compared to conventional computers. Conventional computers employ algorithmic approach, 
where computer follows instruction sets in the process of problem solving. The computer for it to 
solve the problem must know the specific  set of instructions, in other words, there are no 
learning capabilities. Otherwise, the computer will not be able to find a solution if there are no 
specific  instructions or of the instructions are faulty. One disadvantage of this kind of setup is 
that the computers are only limited to solving problems they are only aware and they lack 
adaptive or predictive features to solve problem that may require such capabilities. The 
computers are useful, but they would be of much use if  they could carry out activities that 
humans do not know exactly how to do them. 

The working of neural networks was made to reflect that of human brains. Neural 
networks are composed of neurons elements that are highly interconnected that work in parallel 
to solve specific problems. They simply learn by adapting an example Neuron elements are 
interconnected in large numbers that work in parallel in solving the problem at hand. Neural 
networks learn by adaptation of an example and cannot be programmed a task that is specifi c. 
The examples to offer adaption by the neural network need to be chosen carefully, otherwise 
enormous time is likely to be wasted or even worse, the resulting output wrong. In a number of 
cases, by virtue that neural network must solve the problem by itself, occasionally its operations 
may be extremely unpredictable. 

Conventional computers, on the other hand, solve the problem using cognitive approach. 
The problem to be solved must be known and need to be broken down into smaller instructions. 
Then transformation of these instructions into the high-level language, before converting it into 
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the machine code language, which the computer understands. The machines are extremely 
predictable and will eventually stall if something goes wrong because of hardware or software 
malfunction (Wang, Heng & Wahl, 2003). 

Of important to note is that the conventional computer algorithms and neural networks 
are not substitutes for each other, but rather they can complement each other. Some tasks are best 
handled by an algorithmic approach such as arithmetic calculations, while there are those that are 
better handled by neural networks. In fact a large number of problems will require the 
combination of the computer based algorithms and neural networks for effective results. In a 
number of problems, the conventional computers help in the supervision of neural networks for 
performing at maximum efficiency. 
 

The Working of the Human Brain 
 
 

In order to understand the working of ANNs, and the reasons why it has become the 
preferred choice in medical image processing, it is important to look at how the brain works. To 
begin with, must is still not known how the brain trains itself when processing information 
resulting in so many theories. Nevertheless, there is agreement that the human brain contains a 
neuron that picks signals from others of its kind using structures referred to as dendrites. 
Activities of electrical spikes are then sent out by the neuron via a thin long membrane called an 
axon that can split into many branches. The end of each branch has a formation called a synapse 
responsible for converting the signal activities found in the axon into electrical effects, which 
either excite or inhibit activity linked to the neurons. When the input excitatory is received by the 
neuron that is of much quantity than its inhibitory input, the electrical activity spike is then 
sending to its axon. In the process, learning takes place when the effectiveness of the synapses 
changes the influence of one neuron to another. 

 

 
Figure. 1 Components of a Neuron 

 

 
Figure 2: The Synapse
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From Biological Neurons to Art i ficial Neurons 

 

 
Artificial Neural Networks has to great levels tried to imitate the workings of the human 

brain. In ANNs the idea is to copy the important features of neurons alongside the 
interconnections that join them. The next step is to program a computer that simulates the 
features. It is important to note that because of the limited knowledge on the working of neurons 
and the limited computing powers, the designed models are simply gross idealizations of the 
actual neuron networks. 

 

 
 

Figure 3: The neuron model 
 

An Engineering Approach 
 

 
An artifi cial neuron is a designed model system having several inputs and one output. In 

engineering, such systems are referred to as Multiple Input Single Output (MISO). Both the 
training and the using modes of operations are within the neuron. The training mode empowers 
the neuron to either fi re or not fire whenever a particular input pattern is realized. In the using 
mode, when a taught input pattern from the training mode is detected, its related output becomes 
the present output. If the input pattern is not associated with the taught list of input patterns, the 
rules of firing are used to determine whether to fire or not. 

 

 
 

Figure 4: A simple neuron 
 

Firing rules
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The rule of fi ring is a vital concept in neural networks and it is the reason why they are 
regarded as highly flexible. Any input pattern fired by the neuron is calculated based on the 
firing rules. The fi ring pattern is related to all the available input pattern, and not necessarily the 
ones that the node is trained on. Several techniques can be used in the implementation of the 
firing rules such as the Hamming distance technique. The concept behind this rule is illustrated 
below: 

A collection of training patterns for a specif ic node is assembled. Some of the training 
patterns will cause it to fire while others will  not. Those that causes the firing are designated the 
1-taught set of patterns while those which prevent it from firing are designated the 0-taught set. 
After the two sets of patterns have been categorized in the training mode, any input pattern 
coming from the using mode will  cause the firing of the node if on comparison they possess 
more input elements that are in common to the ‘nearest ‘in the 1-taught set. If the input pattern is 
closer to the pattern in the 0-taught set, no firing will be done. In some instances, there will  be a 
tie and here the pattern is classified in the undefined state. 

As an illustration, a neuron that has 3-input is taught to output 1 whenever the input 
pattern (X1, X2 and X3) is designated either 111 or 101. On the other hand, the same 3-input 
neuron is taught to output 0 whenever there is an input pattern of 000 or 001. The truth tables 
that govern these rules are shown below: 

 
X1:  0 0 0 0 1 1 1 1 

X2:  0 0 1 1 0 0 1 1 

X3:  0 1 0 1 0 1 0 1 
                    OUT:  0 0 0/1 0/1 0/1 1 0/1 1 

 
To illustrate the way the fi ring rule is put into action, the pattern 010 is used as an 

example. A closer look reveals that it is different from 000 in one element, two elements make it 
differ from 001, three elements make it differ from 101, and two elements make it differ from 
111. A closer look reveals that the 'nearest' pattern to 010 is the 000 and this belongs to the 0- 
taught set. In other words, the firing rule demands that when the input pattern 001 is availed, 
there should be no firing. A closer look on the pattern 011 shows that it is quite a distance from 
the two taught patterns making the output t be (0/1), an indicator of undefined pattern. The 
following truth table is obtained when the process of firing is done on every column. 

 
X1:  0 0 0 0 1 1 1 1 

X2:  0 0 1 1 0 0 1 1 

X3:  0 1 0 1 0 1 0 1 
                    OUT:  0 0 0 0/1 0/1 1 1 1 

 
The dissimilarities between the two sets of the truth tables is referred to as the 

generalization of the neuron. What this means is that the fi ring rule empowers the neuron in 
sensing the similarity between patterns and makes them adaptable to respond 'sensibly' to 
patterns not encountered during training. This is very important in the medical field. For
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example, studies show that some tumors or cancer cells produce specific  types of patterns. An 
ANNs is, therefore, trained to recognize these patterns and it can be used to detect them in a 
patient without first having to operate the patient or use X-ray to detect them. 

 
Pattern Recognition  using ANNs 

 

 
Pattern recognition is a major application of the neural networks. A feed-forward (Figure 

5) can be implemented for as a system for pattern recognition. During the training process, the 
network is trained to compare and associate the outputs patterns to those of the input. Whenever 
the network is in use, it is mandated to identify the input pattern and correspondingly tries to 
output its associated output counterpart (Wang, Heng & Wahl, 2003).. The prowess of neural 
networks becomes significant when a pattern without an associate output, is given one. In this 
case, the network is trained to give the output that corresponds to a specific  taught input pattern, 
which has the closest resemblance to the pattern that is given. 

 

 
Figure 5. 

 
As an example, the network pattern shown in Figure 1 is trained to recognize H and T patterns. 
The related patterns are entirely white and black respectively as indicated below. 

 
 
 
 

 
 
If the representation of white squares is 1 and that of black squares to be 0, then the following 
truth table for the three neurons after generalization are: 

 
X11:  0 0 0 0 1 1 1 1 

X12:  0 0 1 1 0 0 1 1 
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X13:  0 1 0 1 0 1 0 1 
                    OUT:  0 0 1 1 0 0 1 1 

 
Top neuron 

 
X21:  0 0 0 0 1 1 1 1 

X22:  0 0 1 1 0 0 1 1 

X23:  0 1 0 1 0 1 0 1 
                    OUT:  1 0/1 1 0/1 0/1 0 0/1 0 

 
Middle neuron 

 
X21:  0 0 0 0 1 1 1 1 

X22:  0 0 1 1 0 0 1 1 

X23:  0 1 0 1 0 1 0 1 
                    OUT:  1 0 1 1 0 0 1 0 

 
Bottom neuron 

 
The exaction of the following association is possible from the three tables: 

 

 
 
A closer look reveals that all  the outputs are black because the input pattern resembles that of the 
‘T’  pattern. 

 

 
 

On the other hand and for the same reason, the patterns realized here are all white 
because the input pattern has a closer association to the ‘H’  pattern.
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It is evident that the top row is two errors pointing away from the ‘T’  and three from the 
‘H’.  As shown the output of the top is blank. The row in the middle is one error facing away 
from both ‘H’ and ‘T’ resulting in a random output. Finally, row of the bottom is the one facing 
away from ‘T’  and at the same time two facing away from ‘H’ . The result of this is the black 
output. It is important to notice that the entire output of the network still  favors the shape ‘T’ . 

 
A more complicated neuron 

 

 
Conventional computer programs can equally do the previous example of the training and 

working of a neuron. Figure 6 is a representation of a more sophisticated neuron using the 
McCulloch and Pitts model (MCP). The main difference between the MCP model and the 
previous example of Figure 1 is that the inputs are 'weighted'. The meaning of ‘weighted’ refers 
to the effect of each input pattern, having to independently make decision based on the weight of 
each input. An input’s weight is the number that when multiplied with the input gives the overall 
weighted input. It is these weighted inputs that are then summed up and if they are more than a 
predetermined threshold value, the neuron fires are trained to fire. In any contrary case, the 
neuron is trained not to fire. 

 

 
 

Figure 6. An MCP neuron 
 
Mathematically the neuron will  fi re if the following condition if fulfilled; 

X1W1 + X2W2 + X3W3 + ... > T 
The inclusion of weightings in the input and a threshold value is the reason why such a 

neuron is termed as powerful and flexible. Unlike the neuron represented by Figure 1, the MCP 
neuron has adaptive capabilities that make it able to change to mimic the prevailing situation 
through the systematic change of its weights and/or threshold. A number of algorithms exist that
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make the neuron to constantly 'adapt'. Some of the common algorithms used are the back error 
propagation and the. The Delta rule is used in feed-forward networks and the back error 
propagation is used in feedback networks. 

 
Architecture of neural networks 

 
Feed-forward networks 

 

 
Feed-forward ANNs shown in Figure 7 makes it possible for signals to move in one 

direction only, which is from the inputs to the output of the network. In other words, there is no 
loop for feedback. What this means is that the output of a given layer does not influence the 
same layer. A characteristic of feed-forward ANN is that it is a network that is straightforward 
because it only associating all  its inputs to the outputs (Wang, Heng & Wahl, 2003). Feed- 
forward ANNs are extensively used in pattern recognition and they are also referred to as top- 
down or bottom-down networks. 

 

 
 

Figure 7. Feed-Forward Network 
 

Feedback Networks 
 

 
Unlike, feed-forward networks, the feedback networks shown in Figure 8 allow signals to 

move in both directions. This type of network introduces loops within the network,making them 
extremely powerful and often can be overly complicated. One key characteristic of feedback 
networks is that they are dynamic, meaning that they easily change from one state to another 
continuously until they attain their optimum point of operation. This optimum position is the 
equilibrium point, which they retain until the input sources are changed again and another 
optimum point is reached. These types of neural networks are also referred to as recurrent or 
interactive, although the former term is often meant for the feedback connections in the single- 
layer network.
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Figure 8: A Complicated feed-backward Network 
 

Network Layers 
 

 
A typical ANN network is composed of three layers, namely the input units, the hidden 

layer unit and the output units as shown in Figure 6. The purpose of the input units is to take up 
the raw information, which is to be fed into the network. The responsibility of the hidden unit is 
often influenced by the activities within the input units and the associated weights on each input 
that is located between the hidden and input units. 

The behavior of the signals exhibited at the output units is dependent on the optimization 
activities that take place within the hidden units because of the weights between the output and 
hidden units. Unlike conventional computer programs, ANN networks make it possible for the 
hidden units to freely construct their own input representations. The weights located between the 
input and hidden units are responsible for determining of the activenes of the hidden unit, and by 
simply modifying these weights, the hidden units are able to make a choice on what to represent. 

It is also 
important to distinguish between single and multi-layer network architectures. The single-layer 
network has all  the units connected to each other, is the most common case and is associated 
with more potential computational power when compared to its hierarchically multi-layer 
networks (Wang, Heng & Wahl, 2003). The numbering of units in a multi-layer networks, is by 
layer, as opposed to adhering to the global numbering.



19 
 

International Journal of Research in Medical &Applied Sciences (IJRMAS ISSN:  2454-3667)             Vol.1 , Issue. 2, Aug-2015. 
 
 

 
 

Applic ations of Neural Networks  
 

 
After understanding the detailed description of artificial neural networks and they carry 

out their operations, it is time to look for their applications. Since neural networks are good when 
it comes to identifying trends and patterns in a data set, they are mostly used in the forecasting 
and prediction needs. Virtually every field from financial predictions, to industrial optimizations, 
to criminal identification, to medical can use neural networks. An enthusiastic and emerging area 
in the use of neural networks is the medical imaging process in the identification of anomalies. 
This is discussed deeper in the following section. 

 
Neural Networks in Medical Image Processing 

In recent years, medical image processing has been increasing used and analyzed using 
artifi cial neural networks (ANNs). The main components of medical image processing that 
heavily depend on ANNs are medical image object detection and recognition, medical image 
segmentation and medical image pre-processing (Wei & Yaonan, 2005). Going deeper into the 
algorithms used in ANNs when applied to medical image processing is not necessary; however, a 
discussion of the key approaches by pointing out the main parts of the neural works applied in 
medical image processing is necessary together with the advantages and disadvantages of the use 
of ANN in medical image processing (Zhenghao & Lifeng, 2010). 

 
Application of ANNs in Medical Image Processing 

 
Pre-processing 

Image reconstruction and image restoration are the two categories under which neutral 
networks are applied in image processing. A specific type of ANN used in image reconstruction 
is the Hopfield neural network (Cichocki, Unbehauen, Lendl & Weinzierl, 1995). A major 
advantage of using a Hopfield neural network is that the problem of medical image 
reconstruction can always be conceptualized as an optimization problem making the 
convergence of the network to a stable position and at the same minimizing the energy functions. 

Electrical impedance tomography reconstruction on data that is noisy 
requires the solution to employ nonlinear inverse concepts (Wang, Heng & Wahl, 2003). The 
problem is generally ill conditioned and need regularization based on a prior knowledge or 
simplif ying assumptions. The self -organizing Kohonen neural network and the feed forward 
neural network provide the most advantage for the problem of medical image reconstruction 
when compared to other methods. This is because the techniques are able to compute the linear 
approximation associated to the inverse problem directly from the forward problem of finite 
element simulation. 

A high number of neural network applications in medical image preprocessing are 
concentrated in medical reconstruction. In the most simple approach of medical image 
restoration, filtering is used to remove noise from the image Neural Network filt ers (NF) for this 
problem was developed by Suzuki et al. who also proposed the first neural edge enhancer (NEE) 
which is based on modified multilayer neural network used to enhance edges that are desired
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(Wei & Yaonan, 2005). By training using teaching edges and input noisy images, the NEE is 
able to attain the function of desired edge enhancer. NEE is robust against noise, when compared 
with conventional edge enhancers and it is also able to enhance continuous edges found in 
images that are noisy. NEE has an also superior capability to the conventional edge enhancers 
with the same desired edges. 

 
Image Segmentation 

Neural network that are formulated with feed forward capabilities are the most used in 
medical image segmentation. Feed forward neural networks perform much better than their 
traditional Maximum Likelihood Classifier (MLC) counterparts do (Wei & Yaonan, 2005). The 
segmental images using neural networks appear to have less noisy than MLC counterparts do and 
they are not severely affected to the selection of the set of training used than their MLC 
counterparts. However, the disadvantages of most feed forward neural network methods are that 
they are extremely slow when it comes convergence rate and will always need a prior learning 
parameter. These disadvantages have halted the effective application of feed forward neural 
networks in medical image segmentation. 

The main aim of introducing Hopfield neural networks was for the purpose of finding 
satisfactory solutions associated with problems of optimization that are complex. This is the 
reason why they have come of edge as alternatives to the traditional optimization algorithms for 
medical image reconstruction that can formulate as a problem of optimization. For example, 
Hopfield neural network has been used to segment some organs from a medical image (Wei & 
Yaonan, 2005). 

 
Object Detection and Recognition 

Back propagation neural network has been applied in image detection and recognition. 
Back propagation in image recognition has been used in interpreting mammograms cold lesion 
detection in SPECT image, diagnosis of liver disease classes based on Ultra Sonographic 
reduction of false positives in the computerized detection of modules of the lungs in LDCT, 
differentiating between interstitial lung disease, as well  as in radiography of the chest (Wei & 
Yaonan, 2005). Other neural networks, such as ART neural network, Hopfield neural network, 
fuzzy neural networks (Wei & Yaonan, 2005). Probabilistic Neural Network and radiant basis 
function neural network have also been extensively used in medical image detection and 
recognition (Zhenghao & Lifeng, 2010). 

Artificial neural network ensembles have been extensively used in cancer detection. This 
is built on a two-layer ensemble architecture with the first layer used as a detector of whether the 
specific  cell  is normal using high confidence level with each of the networks having only two 
outputs respectively, cancer cell  or normal cell. Individual network predictions are done through 
the combination of some methods. The second layer ensemble function is to handle cells that are 
classified to be cancer cells by the first layer ensemble, at which individual network has a 
number of outputs respectively. Again, each one of them represents a different type of lung 
cancer cells. The network predictions are combined by a standardized method called plurality
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rooting. Research has shown that the Acceral Network ensemble realizes much higher rates of 
system identification and a lower rate of negative system identification that is false (Wang, Heng 
& Wahl, 2003). This means that low rate of identifying cancer cells to be normal ones, which is 
crucial in saving lives because of reduced cancer patients diagnosing. 

The performance of neural networks when compared to the conventional ones for 
medical image processing in terms of quality was much higher. However, it should be noted that 
neural network training time is much more and the computations are quite complex (Wei & 
Yaonan, 2005). Although ANNs has revolutionized medical image processing, it has several 
inherent disadvantages that make its application to be limited. The first disadvantage is that 
neural networks are difficult in expressing human experience and an expert’s knowledge and its 
topological structure lacks a theoretical framework (Wei & Yaonan, 2005). Another issue of 
concern is that its physical meaning of its joint weight has not been clear. The result of this is 
that systems that employs neural networks in medical image processing are often unstable. A 
solution to this problem has been the combination of neural networks and fuzzy logic techniques. 
In such cases, neural networks will be used to process information realized from fuzzy logic. 
Fuzzy logic makes it possible for a neural network to express qualitative knowledge, as well  as 
network topological structure and there is always clear physical meaning from the joint weight 
(Zhenghao & Lifeng, 2010). Neural networks also make the initialization of the network much 
easier, avoid the optimization and ensure the stability of networks. 

The second problem is linked to the input data amount required. In order to realize 
reliable and high performance for eases that do not require training, often very large amount of 
training cases are needed (Wei & Yaonan, 2005). In cases where ANN is trained with much less 
cases, the reliability of non-training cases is often low. For example, the ANN is only likely to fit 
the training cases. By virtue that medical images are on a rapid progression with the 
advancement of technology, the current development of CAD schemes has been of help. Another 
likely problem with this is that is not easy to collect a number of cases that are abnormal for 
training purposes, especially for CAD scheme having a modality that is new, an example is 
screening for lung cancer with multi-detector – row CT. This greatly degrades the results 
realized. 

Human biological information has a variety of ways in which it can be represented. One 
of the most common representations is tomographic. The Hopfield model is a common neural 
network model and it can be used to analyze the tomograhic data because the method works 
iteratively and is known to yield muck better results when compared to related Fourier theorem 
methods that give unreliable results. However, like most methods, algorithms, time of 
computation is relatively long. 

 
Fuzzy Neural Networks 

A Fuzzy neural network is a system developed by combining a number of fields within 
the artifi cial intelligence community like fuzzy logic. The widely accepted name for fuzzy neural 
networks is the Neuro-Fuzzy hybridization. Neuro-fuzzy networks perform better because they 
combine two factors, that is, correctness and high interpretation capabilities. Often at any single
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time, only one factor is focused. The three broad categories of fuzzy neural networks are hybrid 
fuzzy neural networks, cooperative fuzzy neural network and concurrent fuzzy neural networks. 
Fuzzy systems have been instrumental in advancing medical imaging and a number of 
researchers have produced excellent results on fuzzy networks. 

 
Fuzzy Neural Networks in Medical Imaging 

Body part medical images are analyzed to find any anomalies and it is the key objective 
of every medical imaging application. The task of identifying abnormalities from medical images 
can be done using many methods including fuzzy logic, genetic algorithms or neural network 
applications. However, a hybrid approach that combines all  the three is also possible. By 
combining the strengths of the three fields and independent algorithms to improve the use of 
medical imaging, treating of many diseases becomes easy. The hybrid fuzzy neural network has 
been used to show that aspects of a priori realized from the expertise if humans can be 
instrumental in decision-making (Zhenghao & Lifeng, 2010). It is also important to note that the 
algorithm used the advantages of parallel neuron architecture to realize reliable results. The 
network delivers correct image interpretations with respect to the capabilities of hybridizing from 
the different algorithms used. The process of abnormal detection within the biological images 
begins when filtered linear images are availed to the network as inputs. The network then 
extracts the compactness, variance, surface mean gray level, continuity, elongation and 
homogeneity from the input images. These attributes are part of predefined classes with a set of 
values corresponding to each of them. 

A detailed anomaly detection procedure undergoes each of the steps in carrying out a 
specific  task and the outcome if the noted anomalies are conveyed. The hybrid algorithm, in 
short, utilizes the benefits of the three unique factors, by combining them into one architecture. 
The responsibility of the fuzzy system in the combined architecture is very important as 
unpredictable and non-numerical fuzzy to decisions made by physicians and doctors in health 
facilities is the most vital part. Another use of fuzzy is the fusion of images based on the 
multimodal neural networks. The technique is used to fuse several images from a single source to 
achieve enhanced performance and accuracy. Pattern recognition and image fusion deliver high- 
end services in medical imaging field. The approach can attain better results when compared to a 
number of algorithms within the same domain. 

The ratio of noise and data available is used in the measure of performance of the input 
images applied to the system. Research has shown that blurred images give quality results from 
the fusion method. As a disease diagnosis system, the results are marginally higher. The 
relatively new method is anticipated to offer a milestone in medical imaging by going beyond the 
limitations of the existing systems found in the same domain. The operator or doctor carries out 
image retrieval through parameters and handles image retrieval control. The quality is affected 
by adjusting the parameters. For example, tongue image algorithm retrieval often has more than 
300 images as test runs coming from different sources (Zhenghao & Lifeng, 2010). The resulting 
comparisons are computed and evidence shows that the fuzzy CMAC realizes better outcomes 
for each color type of tongue image at an average of 91 percent retrievals.
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The field of tissue classification has increasingly been using neural networks based on 
fuzzy logic. In this concept, different medical images are introduced to the algorithm as inputs. 
The algorithm then is used to generate and work as data of fuzzed classification. The outcome is 
the prominent features of the corresponding data images displayed as outputs. Connectedness of 
human skin classification is often information required in medical imaging. This varies from one 
human beings to another because people have different physical properties. This is an important 
factor when surgery is to be performed because tissue classification has to be computed first. 

Threading and multiprocessors are implemented to carry out the tasks in parallel. This 
results in faster convergence and the classification is realized much quicker. The results of using 
neural networks reveal a twenty percent increase in improvement. The process of segmenting 
and detecting abnormalities in mammograms is a major component of medical imaging. It is 
important to note that segmentation of mammogram is an extremely complex process, but neural 
networks have been able to realize reasonable results. 

 
Application of Neural networks with Image processing techniques 

 
Reading the image: 

 
I=imread('neural_network IRIS recognition.jpg'); 

 
>> imshow(I); 

 

 
 
(https:/ /www.google.com/search?tbs=sbi:AMhZZit9b9L1JNcA)

https://www.google.com/search?tbs=sbi:AMhZZit9b9L1JNcA)
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Conver ting the RGB image to Gray image 
 
>> I1=rgb2gray(I); 

 
>> imshow(I1); 

 

 
 
 

HI STOGRAM EQUALI ZATI ON 
 
>> I2=histeq(I1); 

 
>> imshow(I2); 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
>>figure,imhist(I2);
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Improving a specific part of the image: 
 
>> I=imread('neural_network IRIS recognition.jpg'); 

 
imshow(I); 

 
>> BW=roipoly; 

 

 
 
h=fspecial('unsharp',0.5); 
I2=roifilt2(h,gray,po); 
figure,imshow(I2);
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                                                           Conclusion 

From the historical background, working and application of ANN, its widespread use in 
medical image processing has energized the need for further research in solving centuries old 
problems in medicine. The ANN will continue to play a central role in medical image 
processing in areas that it is currently limited. Already, its use in this field has made it possible 
for quick diagnosis of ailments and its expansion into other medical field is not only likely, but 
it is happening. 
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