Neural Netwo rksin Medical Image Proces sing

Name RiddhiH Badania
Email: rbadamia@tulanedu

Institution: Tulane Unversity Shool of Public Health & Tropical Medicine

Abstract

The paper is acritical review of the useof neural netwaks in Medical Imaging Process. First, a
thorowh review of Artificial Neural Network is introduced, with its hstorica backgrourd.
Inhibiting reasonswhy ANN was almost dropjed altogether in reseach centers isgiven and an
explaretion why it has become so imposdnt in modern medical image processng is given. A
biological andartifi cial neuronis thencompaed and theworking in patten recognition is given
with an example. Advantages of ANN over conventional computerprograms ae given. Types of
neural networks are then given before an introduction of theapplicaion in the nedical image
processng. Here various forms ofalgorithms for different image analysis are given and their
advantages over the other given before the @per conclude with an emphasis that ANN has not
only improved medcal imageprocessng, it is likely to take a leading role in medication inthe
coming years.
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General Introduction: Artificial Neural Networ k

An Artificial Neural Network (ANN) is a paradigm u®d to pracess information with
inspirations fom the working of a waking biologicd nervous system, suches theway the
informationis pracessedby the hunan brain. Themaintask of this peadigmis theformulation
of an effective information procesang system.Just like abiological neural system, theANN is
made up of large numbes of elements that are highly intercomneded processng elements
referred to as neurons,whichwork in synchrormoudy in solMng sgecific problems. ANNs copies
heavily from the way humanbeings function by learning from examples. An ANN is developed
for a specific application, sich as data classification or ettern recognition after undergoing a
learning proaess (Wang, Heng & Wahl, 2003. The learning processis, theefore, key to the
correct functioning of the spedfic ANN. In biological systems, learning entails consent
adjugment to wiat is referred to as the synaptic conredionsexisting between the reurons, whch
is the same concept coped inthe ANNs formulation.

Historical Background

The development of neural netwaks and their simulations is vay much recent
development. However, eviderce exists to showthat the same field was in existence before the
advent of compuers, and is known to haveovercome at most a najor setback and anumter of
eras. The Warren McCulloch and Walter Pits asa neurophysiologist and logician respectively
designed the first atificial neuronin 1943 (Wang, Heng & Wahl, 2003. Unfortunately, the
technology that was available then could notafford them to domuch. A number of advances
have been madepossble using inexpensive computer simulations. After an initial period of
enthusiasm, théeld of ANNs hed to surviveunexpeded periods of disputesnd frustrations.In
this period, professonal supportand support were extremdy low, resuking in few important
discowries inthefield by researchers. In spite, othe shat backs, thefew pioneers managed to
build upconvincingtechnology that surpssed thelimitationsthat rad been notedby Minsky and
Papert. In 1969, Mirsky and Papert, publisted a book that dtailed theman hindiances of
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frustration on reural networks by researchers, which made it to be accepted without a critical
analysis, leading to the nea collapse of the ANN field. Forturetely, the field of neural network
has systematicdly received a resurgence of inteest and fas diawn many reseachers with
increased funding in therecent past.

Significanceof Using Neural Networks

Neural networks, have the cgpabilities ofderiving meaning from acompex set of data,
extrad pattensand bein a positon to showrends tlat are not easy to detect by humansor other
compuer methods(Wang, Heng & Wahl, 2003.. A neural network that is vell trained is sen as
an "expert" in the specific areait is desgned to analyze. The same expert is then usd in the
interpolation ofnew projedion whoseaim is to answer "what if" questions.

Other advantages of ANNSs includeits capability of adaptive learning, which is the ability
to adopt by learning how to cary out tasks that &sed on the dta provded from the initial
experience or training. An ANNSs is eliable becaiseof its self-organization cagpabilities thraugh
the creation ofits ownrepresentation or @ganization ofthe data it receivesduringthe learning
process. An interent adrantage of neural networks isthat it has cgpabilities to ograte inreal
time tlrough computations tret are either in parallel or by use of special hardware devices totake
advantage of the prevailing capability. ANNs are aso preferred becauseof what is temedas
fault tolerance through redundantinformation codig. In namal circumgances, any damage on
the retwork often leals to its poor grformance, however, some ANN capabilities are still
maintaired even after the network has undergone major destruction (Cichocki, Unbehauen,
Lendl & Weinzierl, 1995).

Neural Networks versus Conventicnal Computers

Neural networks use adifferent approach when it comes to slving problems wlen
compaed to corventional computes. Conentional computes employ algorithmic approach,
where compuer followsinstruction setsin the pocess of poblem solvng. The computer for it to
solve theproblem must know thespedfic set of instructions, in ather words, thee are no
learning cgpabilities. Otherwise, thecompuer will not be able tofind a solition if thee are no
spedfic instructions or ofthe instretionsare faulty. One disadwantage of this kind of setup is
that thecompuers are only limited to solvingproblems tley are only aware and they lack
adaptive or predictive features to solve problem that my require such capabilities. The
compuers are useful, but they would be of much useif they could carry out adivities that
humans do not knoexadly how to do then.

The working of neural networks was madeto reflect that of humanbrains. Neural
networks are compo®d of neuronselementsthat are highly interconnected that wak in paallel
to sdve spedfic problems. They simply learn by adapting an example Neuron elements ae
interconreded in large numbes that waok in paallel in solvingthe poblem at rand. Neural
networks learn by adaptation of an example and cannot be pogrammed atask tret is speific.
The examples to offer adaption by the neural network neal to bechosen carefully, otherwise
enormous ime islikely to bewasted oreven worse, theresuking outputwrong. In a numberof
cases, by virtue that neural netwak must slve theproblem by itself, occasionaly its operations
may be extremey unpredictable.

Conwentional computes, on the otler hand, solvethe poblem usingcognitive approah.
Theproblem to be solvedanustbe knownand reed to be woken down intosmaller ingtructions.
Then transfarmation of thesanstructions irto the hgh-level language, before conwerting it into
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the machine code language, which the compuer understands. The rachines are extremey
predictable and will eventualy stall if something goes wrong becauseof hardware or sdtware
malunction (Wang, Heng & Wahl, 2003.

Of important to note is tht the conventional conputeralgorithmsand neural netwaks
are not substutesfor each othe, but therthey can compementeach other. Some tasksare best
handledby an algorithmic approah sich as arithmeticcdculations, whilethere are those tlat are
better handled by neural networks. In fad a large number of problems will require the
comhbnation of the computer based algorithms and reural networks for effedive resuts. In a
numberof problems, theconventional compuers help in the supervision of neural networks for
performing at maximum dficiency.

The Warking of the Human Brain

In order to urderstand the working of ANNS, and the reasons vy it has become the
preferred choicein medcd image processng, it is imporiant to look at how thédorain works. To
begin with, mustis gill not known how thebrain trains itself when processng information
resuking in so many theories. Nevertheless, thee is agreement that the human Ipain contains a
neuron that picks ginals from ahers of its kind usingstructures referred to as dendrites
Activities ofelectrical spikes are thensent outby the reuronvia athin longmembyane called an
axon that can splitinto many branches. Theend of ead lranch has a formation cdled asynapse
respongble for conwerting the sgnal activities found inthe axon into electricd effeds, which
either excite or inhibit activity linked to the neurons. When the input gcitatory is received by the
neuron that is of meh quantity than itsinhibitory input, the electrica adivity spike is then
sending to its axon. In the process, learning takes phoe when the effectiveness of thesynapses
changes the iriluence of oneneuronto another.

e
Call body

Mucleus

T

Dendrites

Figure 2: The Synapse
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From Biological Neuronsto Artificial Neurons

Artificial Neural Networks hes togred levels tried to imitatethe workings of the human
brain. In ANNs the ideais to cqy the importnt fedures of neurons aongside the
interconredions that joan then. The next sep is to program a compuer that simulates the
features. It is important to note tlat because of thelimited knowledge on the working of neurons
and the Imited compuing powers, thedesigned modelsare simply gross idalizations of the
adual reuron networks.

Cell body

Dandrites
| l Thrashold
L
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—
|
o™ + Axon

Summation

Figure 3: The neuronmodel
An Engineeling Approach

An artifi cial neuron is adesigned madel systemhaving several inputs and oneoutp. In
engineaing, sich systams are referred to as Multiple Input Single Output (MI1SO). Both the
training and the usingmodes of operationsare within the reuron. Thetraining modeempowers
the reuronto either fire or not fire whenever a particular input pattern is realized. In the usng
mode, wien ataught input patten fromthetraining mode isdetected, itsrelated outputbecmes
the pesent outpu. If the input pattern is notassocated with the taught list of input pattens, the
rules of firing are used to determine whether to fire or not.

TEACH f T3E

=2

INFUTSE DUTPUT

TEACHING INPUT

Figure 4: A simple neuron

Firing rules
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Therule of firing is a vital concept in neural networks and it is the reasonwhy they are
regarded as hghly flexible. Any input pattern fired by the neuronis calculated based on the
firing rules. Thefiring pattern isrelated to allthe available input patten, and not neessaily the
ones that thenodeis trained on. Several tedhniques can beused in the implementation of the
firing rules suchas theHamming distance technique. Theconcept behindthis rule is ilustrated
below:

A colledion of training patterns for a spedfic node is asembled. Some ofthe training
patterns will causeit to fire while others will not. Those ti causes the firing are designated the
1-taught set of patternswhile thosewhich pgreventit from firing are designatedthe Gtaught set.
After the two sets of petterns have been caegorized in the traning mode, any input pattern
coming from the usingnodewill causethefiring of thenodeif on comparison tley possess
moreinput elementsthat are in commonto the‘nearest ‘in the ttaught se. If the input patten is
closerto the pattern in the O-taught set, ndfiring will be done.In someinstances, thee will be a
tie and here the pattern isclassified intheundefined stte.

As an illustration, aneuron that fas 3-input is taught to outputl whenever the input
pattern (X1, X2 and X3)is designatedeither 111or 101. On theotherhand, the @me 3-input
neuronis taught to outputO whenever there is aninput patten of 000 or001. The truth tabés
thatgovern theserules are shown lglow:

X1: 0 0 0 0 1 1 1 1
X2: 0 0 1 1 0 0 1 1
X3: 0 1 0 1 0 1 0 1
OUT: 0 0 o/r |0/1 |0/1 |1 01 |1

To illustrate theway the firing rule is put into ation, the pitern 010 is ugd as an
example. A closerlook reveds that it is different from 000 in oneslement, two elements make it
differ from 001, thee elements nake it differ from 101, and twoelements makeit differ from
111. Acloserlook reveds that theénearest' pattern to 010is the 000and ths kelongs tothe G
taught set.In other words, thefiring rule demandsthat when the input patten 001 isavailed,
there shouldbe no firing. A closerlook onthe pattern 011 shows that is quite a distance from
the two taght patterns making the output tbe (0/1), an indicaor of undefined pettern. The
following truth table isobtaired when the pocessof firing is dane on every column.

X1: 0 0 0 0 1 1 1 1
X2: 0 0 1 1 0 0 1 1
X3: 0 1 0 1 0 1 0 1
OUT: 0 0 0 0/1 0/1 |1 1 1

The dissimilarities between the two sts of the trth tabks is referred to as the
generalizaion oftheneuron. What this means isthat thefiring rule empowers the ruronin
sensingthe smilarity between patterns and méees themadaptableto respond 'sensibly’ to
patterns notencountered during training. This is very important in the nedical field. For
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example, studies showhat same tumors orcancer cdls prodwe spedfic types of petterns.An
ANNSs is,therefore, trained toremgnize thesepatterns and it can be used to detect them in a
patient without first having to operate thepatient or useX-ray to detect them.

Pattern Reaognition using ANNSs

Pattern reaognition is amajor applicaion ofthe neural networks. A feed-forward (Figure
5) can beimplemented for as asystem forpattern recognition. During the training process, the
network is trained tocompare and assocéte the outputs patterns to thosef theinput. Whenever
the retwork is in use, it ismandated toidentify the inputpattern and correspondngly tries to
outputits assocated outputcountepart (Wang, Heng & Wahl, 2003.. The prowess of reural
networks beaomes sgnificant when a pattern without anassocate output,is given one. In this
case, thenetwork istrained to give the outputthatcorrespondgo aspedfic taught input patten,
which has theclosestresemblance to the pattern that is given.

x11

-~
.f Y ®12 \t_;@_. E1
& Eld .}I
> X1
. X2g @_' -
s 23 .
s btk
o .
K33
Figure 5.

As an example, the retwork patern shavn in Figure 1 istrained torecognize H and T petterns.
Therelated patternsare entirely white and black respedively as indicaed below.

- | — H

INFUT oOuUTPUT INFUT OuUTPUT

If therepresentation ofwhite squares is1 and thatof black squares to be Othen thefollowing
truth table for thethree neuronsafter generalization are:

X11: 0 0 0 0 1 1 1 1
X12: 0 0 1 1 0 0 1 1
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X13: 0 1 0 1 0 1 0 1

OUT: 0 0 1 1 0 0 1 1
Top reuron

X21: 0 0 0 0 1 1 1 1

X22: 0 0 1 1 0 0 1 1

X23: 0 1 0 1 0 1 0 1

OUT: 1 o1 |1 0/1 |0/1 O 0/1 |0

Middle neuron

X21: 0 0 0 0 1 1 1 1
X22: 0 0 1 1 0 0 1 1
X23: 0 1 0 1 0 1 0 1
OUT: 1 0 1 1 0 0 1 0

Bottom neuon

Theexadion ofthefollowing assciationis possibe fromthethreetables:

IMEFUT CUTPUT

A closerlook reveds that al the outputs i@ black becaisethe input pattern resembles that of the

‘T’ pattern.
@

IMEFUT CUTPUT

On theotherhand and for thesamereason, thepatternsredized here are al white
becaise the input patern has a closer assocation to the ‘H'  pattern.
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IMEFUT OUTPUT

It is evident that the topow is twoerrors poirting away from the'T' and three from the
‘H’. As shown theoutputof thetop is dank. Therow in the nmddle is oneerror fadng away
from bah ‘H" and ‘T’ resuking in arandom ouput. Finally, row of the ottomis the onefacing
away from ‘T’ and at the same time two facing away from ‘H’. Theresult of thisis the badk
outpu. It is important to noice that theentire ouput of thenework still favors theshepeT’.

A more complicated neuron

Conwentional computerprograms @n equally do the previous example of thetraining and
working of a neuron. Figure 6 is arepresentation of a more sophisicaed neuron using the
McCulloch and Pitts model (MCP). The main diference between the MCP model and the
previousexample of Figurel isthat the inputs are ‘weighted’. Themeaning of ‘weighted’ refers
to the effect of each input pattern, having to independently make decision kased on theweight of
ead inpu. An input’sweight is thenumberthat when mutiplied with the input gives theoverall
weighted inpu. It is these weighted inputghat are then surmed upand if they are more than a
predetermined threshold value, theneuron fires are trained tofire. In any contrary case, the
neuronis trained not to ifre.

] Wi TEACH fUEE

2 {#M
=

INFUTS OUTPUT

TEACHING INPUT
Figure 6. An MCPneuron

Matheneticdly the reuronwill fire if the following condtion if fulfilled;
XIW1 +X2W2 + X3W3 + ... >T
Theinclusion ofweightings in the input and athreshold \alue is thereason why such a
neuronis termed as powerful andflexible. Unlike theneuronrepresentedby Figure 1, the MCP
neuron has adaptive capabilities trat make it able to change to mimic the prevailing situation
through thesystenatic changeof its weights andor threshold. A number of algorithmsexist that
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makethe neuronto consently 'adapt’. Some ofthe common algorithms ugd are the bad error
propaation and the. e Delta rule is used in feed-forward networks and the badk error
propajation is ugd in feedbadk networks.

Architecture of neural networ ks
Feed-forward networks

Fea-forward ANNs slown in Figure 7 m&es it possble for sgnals to move in one
diredion orly, which isfrom the iputsto the output of theetwork. In other words, tlere is no
loop for feedbadk. What this mens is that theoutputof a given layer does not influence the
same byer. A characteristic of feed-forward ANN is that it is anetwork thatis straightforward
becaiseit only assogating all its inputsto the output§Wang, Heng & Wahl, 2003). Feed-
forward ANNSs are extensively used in patern recognition and tley are also referred to as tqp-
down orbotom-down retworks.

Figure 7. Feed-Forward Network

Feedback Networks

Unlike, feed-forward networks, thefeedback networks shown inFigure 8 allow sgnals to
move in both dections. Thistype of network introduces loops withn the retwork,making them
extremdy powerful and often can be overly compicated. One key characteristic of feedbadck
networks is that trey are dynamic, meaning that they easily change from ane stateto anotler
continuousy until they attain their optimum point of operation. This opimum posiion is the
equilibrium poirt, which they retain unil the input sourcces are changed again and another
optimum point is readed. These types of neural networks are also referred to asreaurrent or
interactive, although the formerterm is often meant for the feedbadk conrections inthe sirgle-
layer network.
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Figure 8: A Comgpicated feed-bacdkward Network

Network Layers

A typical ANN network is compo®d of three layers, ramey the input units, thehidden
layer unit andthe outputunits as shown inFigure 6. Thepurposeof the input units isto take up
theraw information, which isto befed into the mtwork. Theresponshility of thehhidden unitis
often influened by the activities within the input units and theassocated weights onead input
that is lo@ted ketween the hideén and inputunits.

The behavior of the signals exhibited at the outputunits isdependent onthe optimization
adivities that take place within the hidén unts becaise of the weights béween the output and
hidden units. Unlikeconventional computerprograms, ANN networks make it possble for the
hidden units toredy construct thelr own inputrepresentations. Thaveightslocaed Etween the
inputand hidden unitsre responsble for determining of the adivenes of the hidden unit, andby
simply modfying theseweights,the hidden unitsare able to make a choice on whet to represent.

It is also
important to diginguish ketween single and muti-layer network architedures. Thesingle-layer
network has all the unitsconreded toead other, is the mostcommon caseand is assocéted
with more potential compuational power when compaed to its herarchically multi-layer
networks (Wang, Heng & Wahl, 2003. Thenumbering of unitsin amulti-layer networks, isby
layer, as oppeed to adrering to the global numlering.
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Applications of Neural Networks

After understanding the detailed description of artificial neural networks and they cary
outtheir operations, itis ime to look fortheir applications.Since neural networks are good when
it comes to iéntifying trendsand petterns in adata set, they are mogly used in the forecasting
and prediction reeds. Vrtualy every field from financial predictions, to industel optimizations,
to aiminal identification, tomedical can useneural netwaks. An enthusiasic and emerging area
in the useof neural networksis the nedical imaging processin the icentification of anomalies.
Thisis disussed deer in thefollowing section.

Neural Networks in M edical ImageProcessng

In recent years, nedical image proessng has keen inaeasing used and analyzed using
artificial neural netwaks (ANNs). The main comporents of mediad image processng that
heavily depend on ANNs are medical image object deedion and recognition, medical image
segmertation and medcal image pre-processng (Wei & Yaonan, 20®%). Going deeper into the
algorithms used in AINswhen applied to medical image processng is notnecessary; however, a
discussion of the dy approaches by pointing out the main garts of the neural works applied in
medcd imageprocessng is necessay togetherwith theadvantages and dsadvantages of the use
of ANN in medical imageprocessng (Zhenghao & Lifeng, 2010).

Application of ANNs in Medical ImageProcessng

Pre-processng

Image recnstriction and image restoration are the two caegories urder which reutral
networks are applied in imageproaessng. A spedfic type of ANN used in imagereconstriction
is the Hopfield neural network (Cichacki, Unbehauen, Lendl & Weinzierl, 1995). A najor
advantage of using a Hopfield neua network is that the problem of medcd image
reconstriction can always beconceptualized as an optimization problemmaking the
conwergence of the network to astableposiionand a the same mirimizing the energy functions.

Eledricd impedance tomography reconstriction on data thet is nosy
requires the soltion to employ nonlinea inverse concepts (Wang, Heng & Wahl, 2003. The
problem is generally ill conditioned and reel regularization based on aprior knowledge or
simplifying assumptions. The df-organizing Kohonen neural network and the feed forward
neural network provide the most advantage for the problem of medral imagereconstriction
when compaed to othermethods. This is lmeusethe edniquesare able to computehe linea
appraximation assocated to the nverse problem diredly from the forward problem of finite
element amulation.

A high numbker of neural network applicaions in medcd image preprocessing are
concentrated in medtd remnstruwction. In the mat smple approach of medical image
restoration, filtering is used to remove noisdrom the imageNeural Network filt ers (NF) for this
problem was developedby Suzuki etal. who also proposed thefirst naural edgeenhancer (NEE)
which is kased on modfied mutilayer neural netwak used to enlance edges thatare desired
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(Wei & Yaonan, 2005. By training usingteading edges and inputnoisy images, theNEE is
able toattain the function of desired edge enhancer. NEE is robustagainst noise,when compared
with conwentional edge enhancers and it is also &le to enhance continuousedges found in
images thatare noisy. NEE has an also superior capability to the conventional edge enhancers
with the same desired edges.

I mage Segmentation

Neural network that are formulaed with feed forward capabilities are the most wsed in
medcd image segmertation. Feal forward neural networks perform much better than their
traditional Maximum Likelihood Céssgfier (MLC) counteparts do(Wei & Y aonan, 2005. The
segmertal images usng reural networks appear to have less nosy thanMLC counterparts doand
they are not ®verely affected to the dection of the set of training used than their MLC
counteparts. However, the disadantages of most el forward reural network methodsare that
they are extremely slow when it comesconvergence rate and will always need aprior leaning
parameter. These disadwantages have halted the effedive applicaion of feed forward neural
networks inmedical image segmengtion.

The main aim of introdwing Hopfield neual networks was for the purposeof finding
satisfadory solutons assocaéted with problems ofoptimization that are complex. This is the
reason why they have come ofedge as alternatives tothetraditional optmization algorithms for
medcd imagereonstuction thatcan formulate as aproblem of optimization. For example,
Hopfield reural netwak has been used to segment someorgans fom a medical image(Wei &

Y aonan, 2005.

Object Detection and Reagnition

Bad propagtion reural network has keen applied in image detection and reaognition.
Bad propagtion inimage recognition hasbeen used in interpreting mammograms cold lesion
detection in SFECT image, diagnosis of liver disease clases based on Ultra Sonographic
reduction of false podiives inthe compuerized detection of moduks of thelungs in LDCT,
differentiating between interstitial lung disease, as well as in radiography of the chest (Wei &
Yaonan, 2005. Other neual networks, sah as ART neural netwak, Hopfield neural network,
fuzzy neural networks (Wei & Yaonan, 20(). Probabilistic Neural Network and radiant basis
function reural network have also been extensively used in medical image detection and
recognition (Zhenghao & Lifeng, 2010.

Artificial neural netwak ensembles have been extensivdy used in ancer detection. This
is bult on atwo-layer ensemble architecture with thefirst layer used as adetector of whetherthe
spedfic cell is normal using high confidence level with each of thenetworks having only two
outpus respedively, cancer cell or normal cell. Individual netwak predictionsare donethrough
thecomhnation ofsomemethod. Theseand byer ensemble function is to handledls thatare
classified to becancer cells by thefirst layer ensemble, at which individual netwak has a
numberof outputs espedively. Again, ead one of them represents a diferent type of lung
cancer cells. Thenetwork predictions ae comhined by a standrdized methodcdled plurality
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rooting. Research has dhown thet the Acceral Network ensemble realizes much hgher rates of
system icentification and alower rate of negative system icentification thatis false (Wang, Heng
& Wahl, 2003. Thismeansthat low rate ofidentifying cancer cells to benormal ones,which is
crucial in saving lives becauseof reduced cancer patients dagnosing.

The performance of neural netwaks when compared to the conventional ones for

medcd imageprocessng in terms of quality was much hgher. However, it should be nad that
neural network training time is meh moreand the compuations are quite compex (Wel &
Yaonan, 2005. Although ANNSs hes revolutionized medcd image processng, it has several
inherent disadvantages thatmake its application to be Imited. The first disadwantage is that
neural networks are difficult in expressng humanexperience and an expert’s knowledge and its
topdogical structure lacks a theaetical framework (Wei & Yaonan, 2005. Another issue of
concern is that is physical meaning of its joint weight has not een clear. Theresult of thisis
that systemsthat empbys neural networks in medecd imageprocessng are often unstble. A
soluion to this probem has keen thecomhination of neural networks and fuzzy logic tedhniques.
In such cases, reural networks will be ugd to piocess information ealized from fuzzy logic.
Fuzzy logic makes it possble for a neural netwak to express qualiative knowledge, as well as
network topdogical structure and thee is always clear physical meaning from the joint weight
(Zhenghao & Lifeng, 2010). Neural networks also makethe intialization of the retwork much
easier, avoid the optimizaion and ensure he stabilty of networks.

The seoond poblem islinked to the input data amount required. In order to redize
reliable and high performance for eases that do notequire training, often very large amount of
training cases are needed (Wel & Yaonan, 2009. In cases where ANN is trainedwith much éss
cases, thereliability of non-training cases isoften low. For example, the ANN is only likely to fit
the training cases. By virtue trat medical images are on arapid progresson withthe
advancement oftechnolbogy, thecurrent development of CAD hemes has been of help. Another
likely problem with this is that is noteasy to collect a numler of cases that are abnormal for
training purposes, especially for CAD scheme having a modalty that is rew, an example is
screening for lung cancer with multi-detector —row CT. Thisgrealy degrades theresulks
realized.

Human biological information hes avariety of ways in which it can be represented.One
of the mostcommon representationsis tamographic. The Hopfield model is acommon reural
network modeland it can be used to aralyze the bmograhic data becaise the method waoks
iteratively and is knownto yield muckbetter results when compaed to related Fourier theorem
methods tht give urreliable resuks. Hawever, like most method, agorithms, time of
computationis relatively long.

Fuzzy Neural Networks

A Fuzzy neural netwak is asystemdeveloped by comhbining a number of fields within
the artifi cial intelligernce communtty like fuzzy logic. The widely accepted name for fuzzy neural
networks is the Neuro-Fuzzy hybridization. Neuro-fuzzy networks perform better becausethey
comhinetwo factors, that s, corredness and tgh interpretation capabilities. Often at any single
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time, oy onefador is focused. Thethree broad caegories of fuzzy neural netwaks are hybrid
fuzzy neural networks, cooperative fuzzy neural network and concurrent fuzzy neural netwaks.
Fuzzy systems have been instrumental in adwncing medca imaging and a number of
researchers have producd excdlent resuks on fuzzy networks.

Fuzzy Neural Networks in Medical Imaging

Body part medica images are analyzed to findany anomalies and it is thekey objedive

of every medical imaging application. Thetask ofidentifying abnormalities rom medical images
can bedone using many methods icnluding fuzzy logic, genetic algorithms or rural network
applicaions. Havever, a hybrid approach that combines al the three is ako possble. By
comhbning the stengths of the three fields and ndependent dgorithms toimprovethe useof
medcd imaging, treating of many diseases becomeseasy. Thehybrid fuzzy neural network has
been used to show tht aspeds of a priori redized from the expertise if humanscan be
instrumental in dedsion-making(Zhenghao & Lifeng, 2010). It is also important to note tlat the
algorithm used the advantages of parallel neuwon architecture to redize reliable resuks. The
network delivers corred image interpretations with resped to the cgpabilities ofhybridizing from
the dfferent dgorithms usedThe process ofabnormal detection within the biological images
begins when filtered linear images are availed tothe network as inputs. Te network then
extrads the compatness, variance, suface mean gray level, continuty, elongation and
homageneity from the nput images. Theseattributesare part of predefined classs with a st of
valuescorrespondng to each of them.

A detailed anomdy detection procedure undergoes eat of the steps in arrying out a
spedfic taskand the outcome if the noed anomales are conweyed. The hybrid algorithm, in
short, utlizes the lenefits of thethree uniquefactors, by comhining theminto onearchitecture.
The responsbility of the fuzzy system in thecombined architecture is vay important as
unpredictable and nornumerical fuzzy to decisions madeby physiciansand doctors in halth
facilities isthe mostvital part. Anotheruse of fuzzy is the fusion ofimages kased on the
multimodal reural netwaks. Thetechnique is ued to fuseseveral images from asingle sairce to
achieve enhanced performarce and accurecy. Pattern recognition and inage fusion celiver high-
end services inmedical imaging field. The approach can attain betterresuks when compaed to a
numberof algorithms within the sme donain.

Theratio of noiseand dhta available is used in theneasureof performance of theinput
images applied tothe system. Research has showrthat blured images give quality resuks from
thefusion method. As diseasediagnosissystem, theresuks are marginally higher. The
relatively new method isanticipated to ofer amilestone in nedical imaging by going beyond the
limitationsof the existing systems foundn the same donain. The operator or dodor carries out
image retrieval through parameters and hrandles imageretrieval control. The quality is affeded
by adjuging the parameters. For example, torgue image algorithm retrieval often has morethan

300 mages as test runsgoming from dfferent saurces (Zhenghao & Lifeng, 201Q. Theresuking
compaisonsare compued and evidernce shows that thefuzzy CMAC realizes letter outcomes
for each color type of tongue image at an average of 91 percent retrievals.
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Thefield of tissueclassfication has inaeasingly been using rural netwaks kased on
fuzzy logic. In this concept, dfferent medical images are introduced to the algorithm as inputs.
Thealgorithm then is uad to generate and wak as cata offuzzed classification. Theoutcomeis
the pominent feaures ofthe correspondingdata images displyed as ouputs. Conrededress of
human skin dssification is often iformation required in medical imaging. This vaiesfrom one
human leings to anaber becaisepeople rave different physical properties. This is an important
factor when sugery is to beperformed becausetissueclassification has tobe computed first.

Threading and mudtiproaessorsare implemented tocary out the tasksin parallel. This
resuks in fasterconvergence and theclassification is realized much quiker. Theresuks of usng
neural networks reved a twenty percent increase in improvement. Theprocess of ®gmenting
and cetecting abnormalities in mammogramsis amajorcomponent ofnedical imaging. It is
important to note tlat segnentation of nammogram is an extremedy compex process, but neual
networks have been able to realize reasonable results.

Application of Neural networks with Image processing techniques
Readng the image:

I=imread'neual_network IRIS recognitionjpd);

>> imshow();

(https://www.google.com/search?tbs=sh:AMhZZt9b9L1INcA)
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Converting the RGB image to Gray image
>> |1=rgb2gray(l);

>> imshow(1);

HISTOGRAM EQUALI ZATI ON
>>12=histeq(I1);

>>imshow(12);

>>figure imhist(12);

International Journal of Research in Medicah@plied Sciences (IIRMASSN: 24543667

24

Vol.1, Issue2, Aug2015.



25

I mproving a spedfic part of the image:
>>|3mread('neural_network IRSrecognition.jpg’);
imshow(l);

>>BW=roipoly;

h=fspecialunsharp',0.5);
12=roifilt2(h,gray po);
figure,imshow(12);
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Conclusion

From thehistorical background, working and applicaion of ANN, its widespread usein
medcd imageprocessng has energized theneel for further reseach in soling centuries old
probkems in medcine. The ANN will continue toplay a central role in medical image
processng inareas that itis currently limited. Alrealy, its use in this field ras madeat possble
for quick diagnosis ofailmentsand its expansion irto other medcd field is not oty likely, but

it is happening.
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